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Abstract

We describe an approach to identifying specific settings
in large collections of photographs corresponding to a vi-
sual diary. An algorithm developed for setting detection
should be capable of clustering images captured at the same
real world locations (e.g. in the dining room at home, in
front of the computer in the office, in the park, etc.). This
requires the selection and implementation of suitable meth-
ods to identify visually similar backgrounds in images using
their visual features. The goal of the work reported here is
to automatically detect settings in images taken over a sin-
gle week. We achieve this using Scale Invariant Feature
Transform (SIFT) features and X-means clustering. In ad-
dition, we also explore how the use of location based meta-
data can aid this process.

1 Introduction

Many people keep a journal in order to memorize their
daily life. Very often the process of writing a diary is not
simply a recounting of the days events, but it involves the
recording of the emotions and feelings of the individual at
that particular place and time. The explosion of online blog-
ging sites could be viewed as an evolution of the diary in the
Internet age. A detailed discussion of the reasons why peo-
ple write diaries and, in particular, why they would be will-
ing to publish personal details of their lives online is beyond
the scope of this work. However, we can assume that diaries
help people recall what they did and how they were feeling
at a particular place and time. Essentially when someone
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writes a diary, they attempt to remember daily events. It is
not easy, however, to remember all the events in the day,
so other sources of information may be used to trigger their
memory. One could imagine an individual writing a holi-
day diary using photos taken on the trip to assist in writing
the diary. Or perhaps someone might use the phone logs on
their mobile phone to remind them of the people they spoke
to during the day.

A lot of research is currently taking place on the capture
and retrieval of life logs in order to automatically generate
a record of our daily lives [7]. Much of the work focuses on
using context and content information in order to infer de-
tails about one’s daily activities [10]. Context information is
usually generated using location-based sensing from a mo-
bile phone, GPS device, or other sources. Content infor-
mation is usually derived from the analysis of audio/visual
data, most often in the form of video or digital photos. Us-
ing photos, for example, one can easily construct a visual di-
ary of an individuals life. For a single day, this might consist
of a sequence of images providing a visual summary of the
most important aspects of a persons day. The images used
need to be selected from thousands of images representing
an individuals day, and perhaps from millions over a life-
time. The key challenge is to manage, organise and search
large volumes of photos and to present representative sam-
ples in a visually coherent manner which is representative
of events in that persons life.

In this work, we focus on personal image collections
captured via a passive capture device, such as Microsoft’s
SenseCam [4]. We have developed an algorithm to perform
setting detection. A setting in this context refers to those
images taken at the same location in the real world (e.g. in
the dining room at home, in front of the computer in the
office, in the park, etc.).

In order to achieve this, it is necessary to select and im-
plement suitable methods to identify visually similar back-
grounds in images using both visual and context based fea-
tures. Our algorithm was developed using the SIFT features
as they have proven their usefulness in a variety of object



Figure 1. Images of two distinct settings

recognition tasks [8]. SIFT image features provide a set
of features that are not affected by many of the complica-
tions experienced in other interest point detection methods,
such as object scaling and rotation. Therefore, they provide
an extremely useful method to detect similar objects in dif-
ferent SenseCam images, even if the background has been
displaced or distorted. We captured location based data by
logging Global System for Mobile Communication (GSM)
signals. GSM potentially provides a ubiquitous source of
location-based information. It works almost everywhere
(i.e. indoors and outdoors), and requires no additional hard-
ware to be carried by the user (besides their mobile hand-
set).

The rest of this paper is organized as follows. In Sec-
tion 2, we review related research in this area. In section 3,
we outline an approach to setting detection. Section 4 de-
scribes the experiments we performed and results obtained.
In Section 5, we draw conclusions and outline future work.

2 Related Research

2.1 Passive Capture

Many researchers have started work on developing pas-
sive capture devices - cameras which automatically take
pictures without any user intervention. Gemmell et al [4]
describe their work on the SenseCam, the device used in
our work. They describe how passive capture lets people
record their experiences without having to operate record-
ing equipment, and without having to give recording a con-
scious thought. The advantages of this method of capturing
photos are increased coverage of, and improved participa-
tion in, the event itself. Healey et al [6] describe a system
called StartleCam which is a wearable video camera, com-
puter, and sensing system which also passively captures im-
ages depending on certain events detected by the sensors on
the device. However, the passive capture of photos presents
new problems, particularly, how to manage and organise
the massively increased volume of images captured. Tra-
ditional systems for content-based image retrieval are not
adequate for this task.

2.2 Object & Scene Detection

The earliest work on appearance-based object recogni-
tion has mainly utilized global descriptions such as color or
texture histograms [3]. The main drawback of such methods
is their sensitivity to real-world sources of variability such
as viewpoint and lighting changes, clutter and occlusions.
For this reason, global methods were gradually replaced by
methods which utilised local features and SIFT has been
one of the dominant algorithms used in this area. In [1], the
K-means algorithm is used to cluster the SIFT descriptors
extracted from the training data. These descriptors are or-
ganized into 1000 clusters with the centre of each cluster
representing a visual word. Naive Bayes and Support Vec-
tor Machines (SVM) were used to classify the images with
the best results obtained using SVM’s. However, this work
focused on the detection of object classes, as opposed to the
settings we detect in our work.

Regarding scene detection, most works use color
and texture information to perform classification/retrieval.
Vailaya et al. [14] used histograms of different low-level
cues to perform scene classification. Different sets of cues
were used depending on the two-class problem at hand:
global edge features were used for city vs landscape clas-
sification, while local color features were used in the indoor
vs outdoor case. However, this approach is not really suit-
able for the detection of multiple settings and the use of
colour means that their system is not very robust to viewing
angle or lighting changes.

2.3 Location Based Data

In order to provide ubiquitous coverage of a users loca-
tion, we have two main choices - GSM or GPS. By 2010,
mobile networks will cover 90% of the World’s population
[5]. In addition, mobile devices have long battery lives, con-
stant connectivity and are nearly always at hand. This last
point is extremely important, as it means the user doesn’t
have to carry around any additional sensors in order for
their location to be tracked (unlike GPS). Recent studies
have also shown that GPS coverage is only available for
4.5% of the time a user carries a device over a typical day
[15]. In order to provide support for roaming, GSM mo-
bile phones typically monitor six or seven neighbouring
cells. This list of neighbouring cells will typically vary min-
imally when the mobile phone is static. However, the rate
of change whilst moving will be more apparent, particularly
in metropolitan environments with a large number of cells.
Hence a change to neighbouring cells and signal strength
levels typically indicates a change to the position of the mo-
bile phone.

We believe that knowledge of the exact location of the
user is not critical in order to assist in detecting particu-
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lar settings in SenseCam images. For this reason, we use
GSM to determine a users location. A stationary user, in
the same location every day (e.g. the workplace), should ob-
serve the same cell towers on their mobile device on a daily
basis. Based on a pattern of observed cell towers and signal
strengths, we can assume that users are in certain locations
- although we need not necessarily require the ability to pin
point the exact location.

3 Setting Detection

In the first step of our approach, the user reorganizes
a single days SenseCam images to represent real settings.
This is performed using a simple annotation tool which al-
lows the user to update the setting information for each im-
age. For any setting there are many features (i.e. inter-
est points in the setting) that can be extracted to provide
a feature description of the setting. This description can
then be used when attempting to locate the setting in an im-
age collection containing many other settings. In the case
of SIFT descriptors, the extracted feature vector is a his-
togram. Each histogram’s value corresponds to a weighted
sum of the orientation of the images second moment matrix
in a specific direction. Once the training data has been or-
ganised into distinct settings, we extract SIFT keypoints for
each individual setting. SIFT keypoints are also extracted
from each individual image in the test database.

The X-means algorithm (an unsupervised variant of K-
means) [11] is used to perform the clustering of the key-
points extracted from the settings selected from the training
database. X-means is an extension of the K-means algo-
rithm, where not only the position of the centres, but also
the optimal number of clusters is estimated.

After clustering the keypoints for each test image using
X-means, we then generate an image signature where m is
the number of clusters, pi is the center of the ith cluster, and
ui is the relative size of the cluster (the number of descrip-
tors in the cluster divided by the total number of descriptors
extracted from the image [16]): {(p1,u1),...,(pm,um)}

The Earth Mover’s Distance (EMD) [12] is used to cal-
culate the distance between signatures. It is defined as
the minimum amount of work needed to change one sig-
nature into the other. The notion of work is based on a
user-defined ground distance, which is the distance between
two features. We use Euclidean distance as the ground
distance. The EMD between two image signatures, S1
:{(p1,u1),...,(pm,um)} and S2 :{(q1,w1),...,(qn,wn)}, is de-
fined as

D(S1, S2) =

∑m
i=1

∑n
j=1 fi,jd(pi, qj)∑m

i=1

∑n
j=1 fi,j

where fi,j denote a set of flows that minimize the overall

cost and d(pi, qj) is the ground distance between cluster
centres pi and qj .

We use CellTrack [2] to capture GSM cell information.
This is a simple tool which runs on a Nokia Series 60
phone. The application logs a number of uesful pieces of
data which we can use to determine a users current loca-
tion. Of particular interest are the id of the current cell, the
location area code (LAC), the current network the phone is
connected to, the signal strength and a user provided de-
scription of the current location. The application records
this information every time there is a change of location,
signal strength, etc. and the information is saved as a text
file which can subsequently be exported from the mobile
phone. We use the description provided by the user to label
a particular setting.

The location based data was used to restrict the final set-
tings the system could propose to a particular location. This
was implemented by initially partitioning the database by
location. The timestamps were used to match images to a
particular location. So, for example, if there was only one
setting at a particular location, we would not need to per-
form the analysis using the SIFT features as the location
data alone would be sufficient to detect the setting in ques-
tion. This situation did not arise in the data we use in this
experiment. For the data selected in these experiments, we
have two distinct locations. There are two settings at one
location and four settings in the other.

4 Experimental Setup & Results

Two different experiments were performed involving a
total of 14,965 images taken by the SenseCam over a pe-
riod of one week. The first days images of that particular
week, 2,465 images in total, were used as training images.
Using the annotation tool, these images were classified into
different settings by the user. A total of six settings were
found in that particular day. Each experiment was run using
the procedure outlined above. However, in the second ex-
periment, GSM data was included. The test images, 12,500
in total, were manually classified into different settings in
order to provide a ground-truth for the experiment. A total
of nine different settings were manually detected in the test
images. Of these nine different settings, we only attempt
to automatically detect the six settings we selected from the
training data. This gave us a total of 8,299 relevant images
from the test collection.

The results from the first experiment can be seen in Ta-
ble 1. This shows the precision and recall figures for each
setting for each experiment. All six settings were detected
by the system. However, the recall and precision figures
for certain settings vary considerably and some are quite
low. In experiment 2, the contextual data, in the form of
GSM location information, was introduced. As we can see
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this yielded a further improvement in the results across most
settings. The location data allowed us to restrict the system
to only propose settings in the same location as the test im-
age. So, for example, a test image which contained a GSM
Cell Id that indicated the user was in work, could only come
from one of two settings - Working on PC or At my desk.

Setting Recall(1) Precision(1) Recall(2) Precision(2)
Working on PC 80.10% 62.52% 92.64% 61.60%
At home 48.57% 16.02% 51.79% 34.12%
Cooking dinner 29.55% 12.68% 39.21% 27.71%
At my desk 9.12% 52.37% 13.87% 55.90%
Eating dinner 73.57% 13.39% 82.14% 52.27%
Reading in bed 27.66% 60.38% 29.16% 81.33%

Table 1. Results from Experiment 1 & 2

5 Conclusions & Future Work

We have presented a simple but novel approach to Set-
ting Detection in order to aid the creation of a visual diary
of SenseCam images. We modeled user annotated settings
and extracted SIFT keypoints in an attempt to create a de-
scriptive model of each setting. We then attempted to match
images against this model. Clustering was performed using
the X-means algorithm and the EMD was used as a distance
measure between images. In addition, we also examined the
impact of general location based information on our overall
results.

Much future work remains. The experiments highlight
the value of using context based data when available to gain
significant improvements. This type of data is readily avail-
able due to the abundance of sensors on the SenseCam it-
self and by using other information available from a mobile
phone. We believe the choice of SIFT is justified due to
the wealth of information in the object detection and recog-
nition literature. However, a comprehensive evaluation of
a number of interest point detection algorithms will be un-
dertaken. Such a study has been performed before, how-
ever, the distortion and other image changes were manually
added to the images [13]. We plan to perform our evalua-
tion using the SenseCam images themselves where all these
changes occur naturally.

The X-means algorithm has been found to give good re-
sults when clustering SIFT keypoints [9] and, in general
terms, it has been found to provide superior results to those
obtained using a range of k values and the K-means algo-
rithm [11]. However, the algorithm has several free param-
eters and the resulting number of clusters can vary greatly
depending on the parameters used. In the current imple-
mentation, we believe that the number of clusters produced
by X-means did not provide enough discriminative power
to sufficiently model the settings in question. We intend to
examine this and other clustering methods in the future.
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